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Oscillation Measurements

�2

What we want to measure:
True neutrino energy bin, i

What we actually measure:
Reconstructed neutrino energy bin, j

(excluding backgrounds for now)

Mij = Eν,true to Eν,reco smearing 
Caused by coupling between 
cross section and detector effects

Can’t extract with a simple ratio :(

Full Joint Fit Analysis
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32 events observed 4 events observed
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(+0 events since Neutrino 2016)

STU = −�/2
(NH)

STU = Ä
(NH)

STU = +�/2
(NH)

STU = �
(NH)

Observed

wÅ 28.7 24.2 19.6 24.1 32

wÅ 6.0 6.9 7.7 6.8 4

νe appearance

wx/wx	Disappearance Analysis
- CPT test by comparing "# → "# and "# → "# modes
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135 events observed 66 events observed

12

(+10 events since Neutrino 2016)

(135.8 events expected) (64.2 events expected)

νμ disappearance

Near Detector 
Measures: 

- νμ energy spectrum 

Far Detector 
Measures: 

- Osc. νμ energy spectrum 

- Small νe component

- Large νe appearance signal

- Φi is very different at ND & FD, primarily due to oscillations 
- Eν smearing (Mij) has a very different impact on NND & NFD
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Figure 3.23: Expected sensitivity of DUNE to determination of the neutrino mass hierarchy (top) and
discovery of CP violation, i.e., ”CP ”= 0 or fi, (bottom) as a function of exposure in kt · MW · year,
assuming equal running in neutrino and antineutrino mode, for a range of values for the ‹e and ‹̄e signal
normalization uncertainties from 5% ü 3% to 5% ü 1%. The sensitivities quoted are the minimum
sensitivity for 100% of ”CP values in the case of mass hierarchy and 50% (bottom left) or 75% (bottom
right) of ”CP values in the case of CP violation. The two bands on each plot represent a range of
potential beam designs: the blue hashed band is for the CDR Reference Design and the solid green
band is for the Optimized Design. Sensitivities are for true normal hierarchy; neutrino mass hierarchy
and ◊23 octant are assumed to be unknown.
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DUNE Hyper-K
75% CP Violation Sensitivity

Correlated (νμ & νe) 
normalization 

systematic uncertainty

Uncorrelated signal (νe) 
systematic uncertainty

Both DUNE and Hyper-K have made initial studies on the effects of 
systematic uncertainties on CP sensitivity 

Although more detailed studies are expected in the future, it is clear that 
~few percent level uncertainties on the predicted event rates are needed
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SYSTEMATIC ERRORS IN HYPER-K

3

➤ The sensitivity of the Hyper-K experiment for most long baseline physics will be 
systematics limited 

➤ Even with improved systematics (compared to current T2K) the experiment quickly 
becomes systematic limited 

➤ Reducing systematic errors is critical to maximize the sensitivity of Hyper-K

Sensitivity for True δCP =-π/2



Systematic Errors in Sensitivity Estimates
Both Hyper-K and DUNE utilize T2K systematic error studies 
to project their future sensitivities
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T2K 2018 Uncertainties (% Event Rate )

Fake data study 
(more later)

Theory Estimate

Near/Far Fit

Detector Error

Note that in some cases, the total error is larger than in 2016



Cross Section Modeling
Long baseline experiments have chosen a 
particularly difficult energy scale for nuclear 
physics (~GeV) 

Lower energies: inverse beta decay 

Higher energies: deep inelastic scattering 

At the GeV scale, we rely on effective theories 
that can get the qualitative features correct, 
but are not exact (i.e. no NNLO calculations 
from first principles) 

Theorists, model builders, and 
experimentalists then proceed to make model 
corrections and add tunable parameters until 
some level of agreement with data is achieved
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FIG. 9 Total neutrino and antineutrino per nucleon CC cross sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figures 28, 11, and 12 with the inclusion of additional lower energy
CC inclusive data from N (Baker et al., 1982), ⇤ (Baranov et al., 1979), ⌅ (Ciampolillo et al., 1979), and ? (Nakajima et al.,
2011). Also shown are the various contributing processes that will be investigated in the remaining sections of this review.
These contributions include quasi-elastic scattering (dashed), resonance production (dot-dash), and deep inelastic scattering
(dotted). Example predictions for each are provided by the NUANCE generator (Casper, 2002). Note that the quasi-elastic
scattering data and predictions have been averaged over neutron and proton targets and hence have been divided by a factor
of two for the purposes of this plot.

DUNEHyper-K

(See K. McFarland’s talk from yesterday for 
a detailed accounting of T2K’s ingredients)

BeRPA
FSI Cascade2p2h



Model Decisions
Building a model requires decisions about which 
modifications are 1. “sufficiently physically motivated” 
and/or 2. desperately needed to achieve “sufficient 
agreement” with near detector data 

Attempts are also made to simultaneously compare 
new model features across multiple experiments 
(not just neutrino scattering) 

However, experimental differences often make such 
comparisons very difficult 
(neutrino fluxes, detector systematics, phase space 
/ efficiencies, backgrounds, and especially different 
target nuclei) 

Note that this iterative process is very much NOT a blind 
analysis/procedure 

i.e. each experiment will eventually match their model 
to ND data, but the model details may still be incorrect 

Key question: to what level can we trust such a model to 
extrapolate from ND to FD?
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Simplified Example (Part I)
MiniBooNE: the νμ cross section is higher 
than expected, so increase value of MA 

Response from theory: introduce 
nucleon-nucleon correlations to grow the 
cross section 

Some disagreements in calculations 
(Nieves vs Martini) 

Minerva & T2K: agreement with near 
detector data is qualitatively better, but 
still not good enough 

T2K: Introduce parameters for scaling 2 
components of the model (Δ-enhanced & 
not-Δ), but otherwise do not change the 
predicted shapes of these components
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• Model assumptions play an important role in inferring neutrino energy 
from detected neutrino-nucleus interaction products. 

• In Hyper-K charged lepton kinematics will be measured and CCQE 
dynamics assumed. 

• Large uncertainties from final state and secondary interaction models. 
• Multi-nucleon interactions have two protons exiting a pair of 

nucleons. 
• Explains larger axial mass preferred by MiniBooNE over NOMAD. 
• Further missing energy from unseen pions. 

• Calorimetric measurements suffer from similar model dependence. 
• For example, through uncertainties in the multiplicity of 

undetected neutrons.

MEASURING NEUTRINO ENERGY �6

M. Martini NuFACT 2015

Martini et al. arXiv: 1211.1523 
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MULTINUCLEON (2P-2H) MODELING ERROR

27

➤ 2p-2h processes can produce events with biased reconstructed energy 

➤ Energy mis-reconstruction largest in processes involving coupling to 
a Δ resonance 

➤ Model the energy reconstruction error: allow strength of the 2p-2h 
cross-section to vary between all Δ-enhanced and all not-Δ-enhanced 

➤ Also allow normalization for 2p-2h to vary separately for neutrinos and 
antineutrinos



Simplified Example (Part II)
T2K fits near detector data to set values of 
these 2 new parameters 

Parameters move substantially, but 
resulting agreement with near detector 
data is good 

Is the resulting model now sufficiently 
accurate to extrapolate to the far detector? 

How many different model shape & 
parameter choices could have been 
made to achieve similar near detector / 
simulation agreement? 

Most crucially: can different model 
choices produce different far detector 
predictions?
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MULTINUCLEON (2P-2H) MODELING ERROR

27

➤ 2p-2h processes can produce events with biased reconstructed energy 

➤ Energy mis-reconstruction largest in processes involving coupling to 
a Δ resonance 

➤ Model the energy reconstruction error: allow strength of the 2p-2h 
cross-section to vary between all Δ-enhanced and all not-Δ-enhanced 

➤ Also allow normalization for 2p-2h to vary separately for neutrinos and 
antineutrinos
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Fake Data Studies

How can we probe the consequences of having the wrong model? 

We can produce “fake data” that includes effects that are not included 
in the model used to fit the fake data 

Hope to learn: 

1. How wrong could our measured oscillation parameters be? (bias) 

2. How does this bias compare to the systematic errors we 
calculated with our ND constrained model? 

i.e. how much did we underestimate our systematic 
uncertainty due to our reliance on an imperfect model?
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Example: T2K EB Fake Data
Implementing nucleon binding energy (EB) 
variations is difficult (requires an energy shift, 
rather than a pure reweight), and was not 
available for this year’s T2K analysis 

Fake data was generated by varying EB by 
9 MeV, and then fit with full near/far framework 

Resulting bias in Δm322 was above a predefined 
threshold, so an additional uncertainty was 
added to the fit contours in Δm322
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Note: this uncertainty is expected to be reduced in the 
future by: 

Implementing EB reweighing in the model (so fake 
data studies are no longer relevant) 

Reducing the allowed variation of EB to ±3 MeV 
(based on arXiv:1801.07975)
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DUNE Fake Data
The details of the emitted hadronic state in ν-nucleus interactions have been 
less studied than outgoing lepton kinematics 

What if the energy sharing between outgoing protons and neutrons was 
incorrectly modeled? 

Study with a fake dataset: 

Step 1: Transfer 20% of proton kinetic energy, Tp, to (unseen) neutrons, Tn 

Step 2: Adjust model (mostly dσ/dTp) to reproduced observed spectra
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Step 0: Nominal Monte Carlo
Start with distributions of a few kinematic 
variables and their correlations 

Keep track of biases in reconstructed energy
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Step 1: Transfer 20% Tp to Tn
Changes clearly visible in Erec & Tp distributions 

Etrue -> Erec relationship is clearly modified
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Step 2: Reweight to Match Nominal
Reweight to multiple distributions simultaneously, including correlations 

Implemented by Cristovao Vilela, Stony Brook University 
(Adapted from A. Rogozhnikov, J.Phys.Conf.Ser. 762 (2016) no.1, 012036 [arXiv:1608.05806]) 

Fake data observable distributions now perfectly match nominal MC, 
but Etrue -> Erec bias is still present
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Repeat for Anti-Neutrinos
Smaller effect due to less protons in the 
final state
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Impact on Oscillation Measurements
The far detector prediction does not match the far detector fake data (for 
the same oscillation parameters) 

Therefore, the near/far fit gets the wrong answer for δCP (and θ23, Δm322) 

In fact, the correct answer is excluded at many sigma 

Moral: long-baseline experiments rely heavily on the underlying details of 
the cross section model 

…even (especially?) the details that don’t have a tunable dial

on the (sin2
✓23 vs. �m2

23) and (� vs. sin22✓13) planes. The contours correspond to 68%,406

90% and 95% confidence levels. The nominal value for those parameters are sin2
✓23=0.5,407

�m2
23=2.45x10�3 eV2, �=1.5⇡ and sin22✓13=0.085.

Figure 23: Nominal fitting contours on (sin2
✓23 vs. �m2

23) and (� vs. sin22✓13) planes.
408

For the fake data of 20% missing proton energy, the fitted contours are shown in Figure 24,409

with the same conventions as Figure 23.410

Figure 24: 20% missing proton energy fake data fitting contours on (sin2
✓23 vs. �m2

23) and
(� vs. sin22✓13) planes without flux constraints.

The values of all four parameters are biased comparing to the nominal case, especially411

�m2
23 and �, in which case the biases are beyond 2 �. In addition to the fitting contours,412

The fitting spectra are shown in Figure 25. From top left to bottom right are ND FHC, ND413

RHC, FD FHC disappearance, FD RHC disappearance, FD FHC appearance and FD RHC414

appearance. The nominal spectra, fake data spectra and the best fit spectra are shown.415

Table 3 also shows all the output systematic uncertainty parameters. Since the cross416

section parameter constraints and correlations between ⌫ and ⌫ cross section parameters are417

very strong, the energy systematics dominate the prediction variations to compensate the418

fake data shift. What is troubling about this exercise is that our near detector fits the data419
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A Path Forward (Cross Sections)
Redundancy! 

Measurements across a variety of different energy 
spectra can be a very powerful tool for identifying 
model deficiencies that are important to oscillation 
experiments 

The main goal of an oscillation analysis is to 
extrapolate event rates from a ND flux to a FD 
flux 

If a model can successfully move between many 
different energy spectra, its credibility for an ND 
to FD extrapolation will be greatly improved 

The can be accomplished by making 
measurements off-axis to the beam direction
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It is extremely useful if such redundant measurements occur in the same 
beamline so that many important flux uncertainties will cancel

The modeling problems that 
produced biased δCP 

measurement are easily 
identified off-axis
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PRISM Detectors
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PRISM
Detectors that can move off-axis to sample different neutrino energies provide 
essential measurement redundancy 

This information can also be used to make far detector predictions via linear 
combinations of near detector data 

This would bypass model-based extrapolations to “first order” (see next talks) 

Both DUNE & Hyper-K are now planning to implement such detectors (see next talks)

Super‐Kamiokande J‐PARCNear Detectors

Neutrino Beam

295 km

Mt. Noguchi‐Goro
2,924 m

Mt. Ikeno‐Yama
1,360 m

1,700 m below sea level

Intermediate Water Cherenkov
• A new intermediate water Cherenkov detector will 
be located at 1‒2 km downstream of the 
neutrino production target.

• An instrumented volume moves vertically within 
a 50 m tall water pit

• Cherenkov photons are detected by 
3inch PMTs enveloped in mPMT
modules (19 PMTs for inner detector side). 
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- Estimated extra cost of $2-3M

DUNE-PRISM

J-PARC E61 
/NuPRISM
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Detector Systematic Uncertainties
Detector systematic 
uncertainties must also be 
substantially improved for the 
next generation of experiments 

Example: 

In Super-K, energy scale is 
considered known to 2.1% 

In Hyper-K, a 0.5% energy 
scale uncertainty is 
equivalent to a 
13° uncertainty in δCP
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Figure 75: Fractional difference between Data and MC for the four control samples used for
SK-IV period absolute energy scale determination.

Time Variation Error Absolute Energy Scale Error Total Energy Scale Error
0.48% 2.08% 2.13%

Table 30: Factors which contribute to the total energy scale error. The combination of the time
variation in the energy scale and its absolute uncertainty give a total Super-K energy scale error
of ±2.13%
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Figure 75: Fractional difference between Data and MC for the four control samples used for
SK-IV period absolute energy scale determination.

Time Variation Error Absolute Energy Scale Error Total Energy Scale Error
0.48% 2.08% 2.13%

Table 30: Factors which contribute to the total energy scale error. The combination of the time
variation in the energy scale and its absolute uncertainty give a total Super-K energy scale error
of ±2.13%
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ENERGY SCALE UNCERTAINTY REQUIREMENT

23

➤ At maximal CP violation, 0.5% energy scale shift is similar to 13 degree 
change in δcp - limits precision 

➤ We should aim to control systematic effects that shift the peak energy to this 
level 

➤ Beam direction, binding energy in nuclear model, feed-down 
contribution from non-QE interactions
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Figure 20: Fit results for the l = 0 control sample (no decay electrons) for the fiTQun
e/µ PID variable in each of the detector regions. Positive values denote more e-like events,
negative values denote more µ-like events. Red histogram shows nominal MC prediction.
Black points represent observed data. Teal histogram shows post-fit distribution, where the
mean is the average of the DE-MCMC throws and the error bar is the square root of the
variance.
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Detector 
Simulation

Detector Errors ⇔ Calibration
Detector uncertainties are intimately linked to 
calibration 

A perfectly understood (and simulated) 
detector incurs no detector uncertainty 

However, there are a variety of ways to link 
calibration data to detector errors 

One method (T2K, Super-K): 

Implement all detector calibrations into the 
detector simulation 

Shift and smear simulated high level 
distributions (e.g. particle ID) until MC 
matches the data 

Uncertainties on these shifts and smears 
are translated into detector uncertainty

Scin%llator+ball�

Gr
ou

p�

Group�

Figure 8: The location of “standard PMTs” inside the SK inner detector (left). The red points indicate the locations of the
standard PMTs. These PMTs served as references for other PMTs belonging to the same group with similar geometrical
relationship to the light source (right).
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Figure 25: Timing-o↵set values with respect to pre-defined TQ-map for a typical readout channel as a function of time.
The error bar on each point indicates statistical uncertainty.

asymmetric scattering and the absorption parameters for the SK-MC. We generate various timing
distributions with di↵erent MC parameters and select the one that minimizes the �2 value for the
di↵erence between data and MC results.

Scattering!

Optical fiber!
LASER 
337, 375 
405, 445 
473 nm!

B1!

B2!

B3!

B4!

B5!

Figure 26: Real-time laser system for measurements of absorption and scattering of the Cherenkov light in water and
reflectivity at the PMT surface. Analysis was performed using PMTs belonging to five divisions of the barrel region, B1
to B5, and top. The blue shaded circle spot at the bottom region indicates the beam target used in the TOF calculation.

The number of photons with a wavelength (�) in water decreases gradually according to:

I(�) = I0(�)e�
l

L(�) , (12)
30

Figure 11: Picture of the nickel source which was manufactured by CI Kogyo. The ball was made of 6.5 kg of NiO and
3.5 kg of polyethylene. The Cf source was inserted into the center of the ball and held there by a brass rod.

minimize the e↵ect of dark hits, a similar distribution was made using o↵-time (the timing win-
dow in which we do not expect a signal) data and subtracting it from on-time (timing window
in which we do expect a signal) data. To evaluate the distribution below the usual threshold
of 0.25 photoelectron, data with higher PMT gain and lower discrimination threshold were ob-
tained. The dashed histogram in Fig. 12 shows the data with double the usual PMT gain and half
the usual discrimination threshold. Since it was not possible to obtain data in the region less than
0.3 pC, we used a straight-line extrapolation into this low-charge region. The systematic uncer-
tainty introduced by this assumption below 0.3 pC becomes negligible after considering the true
discrimination threshold and the small amount of charge. The value averaged over the whole pC
region was defined as the conversion factor from pC to single-pe; the value of this conversion
factor was 2.243 pC to single-pe. At the beginning of SK-IV, we repeated this measurement and
found the new conversion factor to be 2.658 pC per photoelectron. This di↵erence comes from a
long-term increase in the PMT gain. No clear reason has been identified for this increase, but it
is accounted for in physics analyses.

The single-pe distribution, as constructed above, is also implemented in MC simulations. The
solid line in Fig. 13 is the same as the one we pieced together in Fig. 12, with the axis con-
verted from pC to photoelectron. For simulations of multiple photons in ID-PMTs, we sum
values drawn from this distribution. The nickel-source data are also used to extract the threshold
behavior for MC simulations. The dashed histogram in Fig. 13 is the experimentally-observed
distribution and has the threshold folded into it. In MC simulations, we use the ratio of the
observed (dashed) and partly observed, partly extrapolated (solid) histograms in Fig. 13 to im-
plement single-hit threshold behavior.

3.1.5. Relative di↵erences in QEs
Values for QE di↵er from PMT to PMT. Here we describe how we determine the relative QE

for each PMT. If the intensity of a light source is low enough, the observed hit probability should
be proportional to the value of QE for the PMT, as can be seen from Eq. (2). While we can
count the number of hits measured by each PMT, we cannot easily determine how many photons
reached it. Therefore, we used MC simulation to predict the number of photons arriving at each
PMT, and took the ratio of the observed number of hits to predicted number of hits.

For this measurement, we use the nickel source used in absolute gain measurements (Sec-
tion 3.1.4). In addition, the uniformity of water quality throughout the tank is quite important,
since any non uniformity in water properties causes the hit probability to depend on the PMT
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Data 
Nominal MC 

Fit Result
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T2K/Super-K Detector Systematics

1. Divide atmospheric neutrino events into 
Ndecay-e, wall/towall bins, Evisible, etc. 

2. For each sample, plot the high level 
variables to be constrained (Nrings, e/μ 
PID, e/π0 PID, etc.) 

3. Allow each MC component to be 
smeared and shifted: X’ = αX + β 

4. Constrain all nuisance parameters  
(α & β) in a fit to the atmospheric 
neutrino data
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track
wall

towall

vertex

Figure 2: Graphical illustration of the definitions of the wall and towall variables that are
cut on for the fiTQun FV cuts. The wall variable is the minimum distance between the
reconstructed vertex and the ID wall, and the towall variable is the distance between the
vertex and the ID wall measured by traveling along the direction of the particle track.

Detector Region j Min. towall Max. towall Min. wall Max. wall

0 0 cm 300 cm 0 cm 300 cm
1 300 cm 5000 cm 0 cm 80 cm
2 300 cm 800 cm 80 cm 200 cm
3 800 cm 5000 cm 80 cm 200 cm
4 300 cm 800 cm 200 cm 800 cm
5 800 cm 5000 cm 200 cm 5000 cm

Table 4: Definitions of the detector region bins in terms of wall and towall .

PMTs, and as a result have poorly imaged Cherenkov rings and may have to be cut from163

the T2K sample.164

A precise optimization of the fiTQun FV cuts requires knowledge of the SK detector165

systematics in various regions of wall and towall . To obtain this information, we break up166

the (towall, wall) space into bins and fit the detector systematics in each bin separately. The167

nominal binning in wall -towall space is listed in Table 4 and shown in Figure 3. This binning168

was chosen to provide sensitivity to how the systematic uncertainties change in key detector169

regions, while also providing enough data statistics in each bin to constrain the parameters170

that describe the uncertainties. The events with both small wall and small towall , (less than171

300 cm) are isolated in the j = 0 FV bin. Entering background events, and events with poor172

energy reconstruction are almost completely contained in the j = 1 FV bin. The remaining173

region that with wall < 200cm is divided into two towall bins. Each bin in Figure 3 will174

receive an independent set of � parameters that describe the fiTQun distribution shapes as175
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Sample l Cut
0 fqnse = 1
1 fqnse = 2
2 fqnse > 2

Table 5: The sample cuts that are applied to both data and MC events. The fqnse variable
is the number fiTQun sub-events. The number of decay electrons is fqnse� 1.

Figure 4: MC distributions of the fiTQun e/µ PID parameter for the l = 0 sample (no decay
electrons) in all of the detector regions described in Section 2.4. In this sample, the single
ring electron component (defined in Section 2.3) is dominant.
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(A Few) Atmospheric Fit Results

Generally good fit agreement, but we used a lot of nuisance 
parameters within an unlikely-to-be-correct model to get 
there 

And, ultimately, some of the most problematic samples are 
poorly constrained: 

Single π+ backgrounds 

CCπ+ events with a π+ near the Cherenkov threshold

Figure 21: Fit results for the l = 1 control sample (one decay electron) for the fiTQun
e/µ PID variable in each of the detector regions. Positive values denote more e-like events,
negative values denote more µ-like events. Red histogram shows nominal MC prediction.
Black points represent observed data. Teal histogram shows post-fit distribution, where the
mean is the average of the DE-MCMC throws and the error bar is the square root of the
variance.
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A Atmospheric Fit Result Distributions645

Figure 20: Fit results for the l = 0 control sample (no decay electrons) for the fiTQun
e/µ PID variable in each of the detector regions. Positive values denote more e-like events,
negative values denote more µ-like events. Red histogram shows nominal MC prediction.
Black points represent observed data. Teal histogram shows post-fit distribution, where the
mean is the average of the DE-MCMC throws and the error bar is the square root of the
variance.
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0 Decay-e 1 Decay-e
Data 

Nominal MC 
Fit Result

Data 
Nominal MC 

Fit Result

Sample l Cut
0 fqnse = 1
1 fqnse = 2
2 fqnse > 2

Table 5: The sample cuts that are applied to both data and MC events. The fqnse variable
is the number fiTQun sub-events. The number of decay electrons is fqnse� 1.

Figure 4: MC distributions of the fiTQun e/µ PID parameter for the l = 0 sample (no decay
electrons) in all of the detector regions described in Section 2.4. In this sample, the single
ring electron component (defined in Section 2.3) is dominant.
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A Path Forward (Detector Errors)
A more accurate model for detector uncertainties would be a model based directly on 
the underlying physics of the detector 

PMT QE, discriminator thresholds, reflectivity of PMTs and detector walls, water 
attenuation, Rayleigh scattering, Mie scattering, etc. 

While not perfect (or complete), such a model would directly translate physical 
uncertainties in the detector to the high level variables used in event selections 

This model can then constrain all types of interactions, even those that are rare in 
control samples (or, e.g. atmospheric neutrino data) 

These models are often computationally difficult, since detector parameters are 
not easily reweightable, but several approaches are possible 

Brute force simulations of key calibration/control samples can be used to reduce the 
allowed detector parameter space (e.g. MiniBooNE, NOvA) 

Several interesting ideas exist to translate detector parameter PDFs to high-level 
variable PDFs (e.g. using a BDT) 

Ultimately, regardless of the model, control of detector systematics relies on a 
high-precision and redundant calibration program



Flux Uncertainties
Substantial progress has been made on reducing flux uncertainties 

Replica target data has recently reduced hadron production 
uncertainties at J-PARC to the level of beam direction and horn 
focusing uncertainties 

Secondary (and tertiary) interactions on other material outside the 
target must also be constrained (see T. Yoshida talk yesterday) 

Detailed characterization and monitoring of the beam are essential, 
particularly to search for deficiencies in the flux modeling 

Large discrepancies seen in Minerva data for NuMI medium 
energy flux, but not seen in horn-off data (suggests beam optics)  

For analysis methods using off-axis ND measurements, beam 
focusing uncertainties can be more important than hadron production 
uncertainties

Flux prediction in near future
• When the hadron production uncertainties are reduced by 
replica target measurements, proton beam profile and off-
axis angle would be the next most dominant.

• The error is estimated conservatively by proton beam 
profile measured just upstream of the target and neutrino 
beam direction obtained by on-axis near detector.

• Now the study of new analysis 
technique has started in T2K 
to take account of 
correlations of the two 
measurements more strictly.
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T2K flux uncertainties after 
replica target constrain

Eν (GeV)

Dipak Rimal University of Florida 

Neutrino Energy Distribution ( Low-nu sample) 

• The peak energy of the on-axis beam 
appears to be shifted by few hundred MeV 

• Similar trend seen in reverse horn current 
sample but not on the zero horn current 
sample  

• This discrepancy in the shape of the low nu 
sample suggests a problem in flux prediction 
rather than cross-section problem 

• Working assumption is that there is some 
unknown effect in beam optics modeling 
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⌫ < 800 MeV

Minerva data with NuMI 
Medium Energy Flux

J-PARC Neutrino Beam



Summary
The next generation of accelerator-based oscillation experiments will require few percent 
uncertainties (on far detector event rate and shape predictions) 

Neutrino-nucleus interaction modeling is difficult at the GeV scale, and existing models are 
unlikely to provide sufficient precision for future experiments 

T2K is already starting to run into model limitations 

With incorrect cross section modeling, it is possible to get the wrong answer for θ23, 
δCP, etc., even with good agreement in near detector samples 

DUNE and Hyper-K plan address this problem with measurements at a variety of off-
axis angles 

Detector systematic errors are already contribute a substantial fraction of the total 
systematic error  

New methods to more-closely link detector uncertainties to low-level detector response 
variables are under development, and may be essential for future experiments 

Neutrino flux uncertainties must also be precisely controlled, and sufficient monitoring 
redundancy to search for beam modeling problems are essential



Backup

�26



PROPAGATING THE MODEL
• To study the effect on oscillation 

fits, we need to propagate this 
model to far detector. 
• Also to off-axis near detector stops, to 

demonstrate the PRISM technique. 

• Bin event weights in true 
variables typically used to 
describe interaction models. 
• Get smoothly varying functions! 
• MVA treats interaction modes 

differently. 
• Even though it doesn’t “know” about 

them!
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PROPAGATING THE MODEL
• For this data set, use Eν vs true 

proton kinetic energy. 

• Extract weights separately for ν 
and anti-ν using FHC and RHC on-
axis near detector data. 
• Assume perfect charge separation. 

• Do not reweight regions of the 
space that fall outside of the ND 
acceptance. 
• These events get weight = 1, but 20% 

proton deposited energy removed.
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TRANSVERSE VARIABLES, REWEIGHTED

CC1p1π

CC1p0π CC1p0π CC1p0π

LArMPT

Nominal 
-20% proton KE 
-20% proton KE reweighted 
Neutrino-mode
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TRANSVERSE VARIABLES, 
REWEIGHTED



CC1p1π

CC1p0π CC1p0π CC1p0π

LArMPT

Nominal 
-20% proton KE 
-20% proton KE reweighted 
Neutrino-mode
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