
Temperature Estimation During Training

● When is the beta well trained?
● How to make the standard independent from?

○ Learning Rate
○ Number of Nodes (Mean Energy, energy scale)

● How to train the beta effectively (safely)?
● How to prevent reaching D-WAVE limit during training/beta training?





n_of_nodes_per_layer = 512n_of_nodes_per_layer = 128



Loss Limit
energy_loss = abs(mean_dwave_energy - mean_rbm_energy)

loss_limit = np.var(rbm_energies) * error_limit_ratio

● Independent with number of nodes
● Independent with the size of mean energy.

Beta Limit
● Min beta = 2 during the beta training
● Won’t need to care about higher beta



beta = max(beta - lr * (mean_dwave_energy - mean_rbm_energy), 2.0) ,         lr=0.1

beta = max(beta * (mean_dwave_energy / mean_rbm_energy)**power, 2.0)   power = 4

n_of_nodes_per_layer = 512

Method 1

Method 2



Lr = 0.01 vs Training power = 4, Error Limit Ratio = 0.01



Lr = 0.01 vs Training power = 4, Error Limit Ratio = 0.01


