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QVAE w/ Pegasus



Happy-sun-270


CNN+ cond 
VAE+posEnc on 
voxels+scaled data



Drawn-cosmos—
270


CNN+ cond 
VAE+scaled data

LL not saturating :(


Why?
Possible reasons(?)


• The encoded data a moving 
target, perhaps leading to 
some kind of adversarial 
learning. ———> Try freezing 
encoder and decoder.


• Bug in code.


• If none of the above, when can 
we say our RBM is trained 
enough?


*Encoded val-set is not static. 
Need to compute <LL>.
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Prime-totem-280


CNN+ cond 
VAE+scaled data

•Trained for 150 epochs.


•First 45 epochs — anneal 
parameters


•Next 15 epochs —continue 
training


•Last 90 epochs —train w/ 
freezed encoder and decoder
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Drawn-cosmos

Prime-totem
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Train model for 12 epochs using 
free dwave trial



• PRX paper highlights


• Architectures


• CNN


• FCN


• 4-partite RBM


• Energy incidence


• Condition on encoder and decoder via concat or positional encoding


• Results/metrics


• Energy histogram


• Sparsity histogram


• Mean energy per r,theta,z


• Energy distribution for encoded and RBM Gibbs samples


• Zais and Zrais estimates for partition function => log-likelihood of model


• Dwave QPU for sampling and validation


• Method to estimate temperature


• Sehmi’s method


• Hao’s method/ adaptive method
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