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HOW WE DO IT:

STEPS:


• STANDARDIZE THE DATASET 
BUT REMOVING THE ZERO VALUES.


• RESCALE BY SHIFTING TOWARDS POSITIVE VALUES  
EXCEPT THOSE ZERO VALUES VOXELS

νi =
νi − 𝔼α [v(α)

i ]
𝔼α [(v(α)

i − 𝔼β [v(β)
i )

2]]
ui = νi + abs(minα(ν(α)

i )) + δ
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e ∈ [0,1]
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Can we use this transformation 
and preserve the sparsity?
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DATA PREPROCESSING
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i=1  : shower
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Should we standardize?



DATA PREPROCESSING

δ = 10−6
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QVAE ON ML2
• To train in ML2, use dev branch: 


• atlasML2 config file for ML2


• Current Pkg issues:


• Our repo works with Wandb 0.13.9 
Latest v: 0.17.1 
The error we get from latest v comes 
from how we parse the config files into 
a dictionary. Fixing this should not be 
too onerous. 

• Our repo works with Coffea 0.7.21 
Latest v. 2024.6.0 
To upgrade, we need to make several 
changes on our histogram plot code, 
since the methods in Coffea have 
changed quite a lot since v 0.7.21.


• Branch jqtm_atlas has the cylindrical-
like architecture and can run in ML2. 
Minor issue being fixed.
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MODEL A

3GeV < Einc < 100GeV
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MODEL B

3GeV < Einc < 100GeV
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MODEL B W/ QPU

5GeV < Einc < 160GeV



• Gray scale energy encoding


• Correlation between peaks


• Hierarchies b/w layers in decoder

PENDING


